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Using the resonant-state expansion for leaky optical modes of a planar Bragg microcavity, we investigate the influ-
ence of disorder on its fundamental cavity mode. We model the disorder by randomly varying the thickness of the
Bragg-pair slabs (composing the mirrors) and the cavity and calculate the resonant energy and linewidth of each
disordered microcavity exactly, comparing the results with the resonant-state expansion for a large basis set and
within its first and second orders of perturbation theory. We show that random shifts of interfaces cause a growth
of the inhomogeneous broadening of the fundamental mode that is proportional to the magnitude of disorder.
Simultaneously, the quality factor of the microcavity decreases inversely proportional to the square of the magni-
tude of disorder. We also find that first-order perturbation theory works very accurately up to a reasonably large
disorder magnitude, especially for calculating the resonance energy, which allows us to derive qualitatively the
scaling of the microcavity properties with disorder strength. © 2020 Optical Society of America

https://doi.org/10.1364/JOSAB.402986

1. INTRODUCTION

Disorder plays an important role in photonics. For example,
it drives the coloring and polarization conversion of natural
disordered light diffusers such as opals, bird feathers, or wings of
butterflies [1–5]. Unavoidable technological imperfections can
sometimes critically reduce the desired performance of photonic
crystal slab waveguides and nanocavities [6–9]. Different theo-
retical approaches have been proposed to describe the role of
disorder, either numerically [10,11] or based on various versions
of perturbation theory in electrodynamics [6,12–15]. The
important prerequisite for any perturbation theory is a suitable
basis, which, in the case of open electrodynamical systems,
is composed of resonant states (also known as quasi-normal
or leaky modes) [16–27] that determine the resonant optical
response, e.g., the Fano resonances in open cavities [28–30].

Recently, the resonant-state expansion, a rigorous pertur-
bation theory for calculating the resonant states of any open
system in electrodynamics based on a finite number of resonant
states of some more elementary system, has been developed
[19]. Originally proposed for purely dielectric shapes (slabs,
microspheres, microcavities [20]) with nondispersive dielectric
permittivity, the method was then generalized to dispersive
open systems [31], photonic crystal slabs and periodic arrays
of nanoantennas at normal [32] and oblique incidence [33],

and open systems containing magnetic, chiral, or bi-anisotropic
materials [34]. In addition, the method has been extended
to waveguide geometries such as dielectric slab waveguides
[35,36] and optical fibers [37], with a possibility to account for
nonuniformities [38] and nonlinearities [39,40].

The perturbation in the resonant-state expansion can be
of any shape within the basis volume. The difference from
the basis reference can even be huge when using a sufficiently
large number of resonant states as the basis. In order to have a
meaningful physical picture, it is, however, better to describe
the structure of interest using a minimum number of resonant
states, see, e.g., examples of calculating the sensor performance
with a single resonant state first-order approximation [32,41],
and the interaction of spatially separated photonic crystal slabs
with a pair of quasi-degenerate states in Ref. [33].

While full-wave simulations have already been used to
investigate the resonant states in disordered media [25], we
concentrate in this paper on the impact of disorder on the res-
onant states of a Bragg microcavity by comparing full-wave
calculations with the resonant-state expansion as well as its first-
and second-order perturbative formulations. In particular, we
randomly vary the thickness of the Bragg-pair slabs (acting as the
mirrors) and the cavity itself and derive how the resonant states
change with growing amplitude of random displacements.
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On the one hand, because of the simplicity of the system, its
disorder-modified states (their energies, linewidths, and field
distributions) can be calculated with any accuracy via lineari-
zation of the frequency dependence of the inverse scattering
matrix around the resonant state of interest [18,42,43] for
each disorder realization. On the other hand, we can calculate
the same resonances using the resonant-state expansion for
an increasing number of resonant states in the basis and then
compare them with the exact values. Repeating the calculations
many times and retrieving the statistically averaged results yields
relevant information about the influence of disorder on the
optical properties of the Bragg microcavities. A similar approach
has been used in Ref. [37], where the impact of disorder on
the effective index of propagating modes in photonic crystal
fibers has been investigated via the resonant-state expansion and
compared with full-wave simulations.

The paper is organized as follows: the model of the disordered
Bragg microcavity is described in Section 2, and the formulation
of the resonant-state expansion is given in Section 3. Section 4
summarizes the results of the comparison between the exact
solutions and those obtained by the resonant-state expansion
using different orders of perturbation theory. Special attention
is paid to the disorder-induced inhomogeneous broadening
in the ensemble of disordered cavities (Section 4.A) and the
analysis of the influence of disorder magnitude on the sta-
tistically averaged resonance energies and their homogeneous
linewidths (Section 4.B). Section 5 contains a discussion of the
obtained results, which are summarized in Section 6. Details of
the linearization scheme of calculating the poles of the scattering
matrix are given in Appendix A. The accuracy of the different
orders of perturbation theory based on the resonant-state expan-
sion, depending on the magnitude of disorder, is discussed in
Appendix B.

2. MODEL

We consider a planar microcavity that is made of two Bragg
mirrors with m pairs of layers of λ/4 optical thickness of
nondispersive materials with dielectric constants ε1 and ε2,
surrounding a cavity layer of M × λ/2 optical thickness of
material with dielectric constant ε1. The cavity is surrounded
by free space with permittivity ε0 = 1. In the numerical results
presented, we use ε1 = 10, ε2 = 4, m = 4, and M = 2; the
latter corresponding to a cavity layer of λ optical thickness. A
schematic of the microcavity is displayed in Fig. 1. We have
chosen the parameters of the cavity such that the fundamental
cavity mode at normal incidence is �0 = 2π~c/λ= 1 eV
(λ= 1.24 µm). This corresponds to thicknesses of the
Bragg λ/4 layers of L1 = πc~/(2√ε1�0)≈ 98 nm and
L2 = πc~/(2√ε2�0)≈ 155 nm, and the central cavity
layer is LC = 4L1 ≈ 392 nm thick. Then, the fundamental
cavity mode linewidth appears to be 200 = 2.8 meV, cor-
responding to the quality (Q) factor Q =�0/200 ≈ 367.
The spatial distributions ReE0 and ImE0 of the resonant elec-
tric field of the fundamental cavity mode with eigenenergy
E0 =�0 − i00 are shown in Fig. 1 by blue and red curves,
respectively.

The optical scattering matrix of this simple microcavity (see
Appendix A) has an infinite series of discrete Fabry–Perot poles
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Fig. 1. Schematic of the unperturbed Bragg microcavity (gray
background) and spatial distributions of the real (blue solid line)
and imaginary (red solid line) parts of the electric field E (0)0 (z) of the
fundamental cavity mode. Darker and brighter gray shades indicate
materials with dielectric susceptibilities ε1 = 10 and ε2 = 4, respec-
tively. Yellow/bright gray shades illustrate a realization of a microcavity
with interfaces randomly displaced by shifts a j , with disorder strength
a = 0.5 [see Eq. (1)].
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Fig. 2. (a) Transmittance of the ideal microcavity as depicted in
Fig. 1 (without random displacements). (b) Map of resonant states
of the microcavity on the complex energy plane (crosses); the vertical
green dashed lines denote the positions of the resonant states on the real
energy axis. (c) Transmission spectra in the vicinity of the fundamental
resonance at 1 eV (red curve). The dashed blue curve shows the single-
pole resonant approximation given by Eq. (17). Green, red, and blue
vertical dashed lines mark the energies �0, �0 − 00, and �0 + 00,
respectively.

on the complex energy plane, which manifest themselves as
peaks in the transmission spectrum, as shown in Figs. 2(a) and
2(b).

The transmission spectrum in Fig. 2 has been calculated
within the 2× 2 optical scattering matrix approach, as
described in Ref. [17], for homogeneous layers and normally
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incident light. More details are provided in Appendix A. The
poles of the scattering matrix on the complex energy plane in
Fig. 2(b), as well as the electric eigenfields in Fig. 1, can be cal-
culated via the scattering matrix energy dispersion linearization
[18,42,43], as described in Appendix A. The real part of the
eigenenergy,�n = ReEn , corresponds to the resonance energy,
while the imaginary part, 20n =−2ImEn , gives the resonance
linewidth. In what follows, we mark the values corresponding to
the unperturbed (ideal) microcavity by the upper index (0), as
shown in Figs. 1 and 2.

We now investigate the behavior of the fundamental cav-
ity mode denoted by eigenenergy E0 under the influence of
random displacements of the microcavity interfaces. We will
leave the external interfaces of the microcavity at their original
positions and assume that all other j = 1, 2, . . . J (J = 16)
interfaces are shifted by

a j = aβ j L1, (1)

where β1, β2, . . . βJ is a set of J uniformly distributed uncor-
related random numbers within the interval (−1, 1). The
disorder strength a is chosen between 0 and 0.5 in order to keep
all resulting layer thicknesses positive. Furthermore, we consider
uncorrelated disorder with vanishing statistically averaged
displacements,

〈β j 〉 = 0. (2)

Note that random shifts a j of the interfaces have been measured
experimentally before in disordered GaAs/AlAs cavities [44].

3. RESONANT-STATE EXPANSION

The resonant-state expansion [19,20,33,45] relies on knowing
the electric field distributions E (0)n (z) of a set of resonant states
with complex frequencies E (0)

n for a photonic structure with
a spatial profile of the dielectric susceptibility ε(0)(z). These
resonant states are used in the resonant-state expansion as a basis
to expand the electric fields of the resonant state of a modified
structure with dielectric susceptibility:

ε(z)= ε(0)(z)+1ε(z) (3)

as

E(z)=
∑

n

bn
E (0)n (z)

Cn
. (4)

The normalization constants Cn have the analytical form
[19,33]

C 2
n =

∫ L

0
ε(z)E2

n (z)dz+
i

2kn

[
E2

n (0)+ E2
n (L)

]
, (5)

where the range 0 to L covers exactly the microcavity structure,
and the fields in the second term have to be taken in the medium
outside the cavity. However, the fields are continuous at the
outermost interfaces for the considered case of normal inci-
dence, because this results in purely transverse electric fields over
the entire microcavity. The general orthonormality of resonant
states is given by [19,33]

δn′n =
1

CnC ′n

{∫ L

0
ε(z)En′(z)En(z)dz

+
i

kn′ + kn
[En′(0)En(0)+ En′(L)En(L)]

}
, (6)

where~kn = En/c .
The coefficients bn and new eigenenergies E can be

calculated via the linear eigenproblem [19]∑
n′

Wnn′bn′ = E bn, (7)

where

Wnn′ = (A−1)nn′E
(0)
n′ , (8)

Ann′ = δnn′ +
1

2
Vnn′ , (9)

and the matrix elements of the perturbation are

Vnn′ =
1

CnCn′

∫ L

0
1ε(z)E (0)n (z)E (0)n′ (z)dz. (10)

Following from the resonant-state expansion, the resonance
eigenenergy in the first order of perturbation theory yields
[33,45]

E (1)
n ≈ E (0)

n

(
1+

1

2
Vnn

)−1

, (11)

whereas the resonant-state eigenenergy up to second order of the
perturbation theory is given by [45]

E (2)
n ≈ E (0)

n

1+
1

2
Vnn −

1

4

∑
n′ 6=n

E (0)
n V 2

n′n

E (0)
n − E (0)

n′

−1

. (12)

In the following, we keep explicitly the normalization con-
stants Cn in the resonant-state expansion formulas and use
the eigenfields (e.g., the one shown in Fig. 1) satisfying the
conditions

En(0)= (−1)pnEn(L)= 1, (13)

where pn = 0, 1 denotes the eigenstate parity that is either even
or odd due to the mirror symmetry of the unperturbed cavity.
This choice of normalization is convenient for the calculation
of the eigenfields within the linearization of the scattering
matrix (see Appendix A) and simplifies the comparison with the
resonant-state expansion.

4. INFLUENCE OF DISORDER

While investigating the influence of disorder, we compare the
scattering matrix result from linearization, which we call here
“exact”, with the first- and second-order approximations of
Eqs. (11) and (12) as well as with the full resonant-state expan-
sion obtained by solving the eigenvalue problem in Eq. (7)
with a truncation of an infinite matrix. The resonant-state
expansion is asymptotically exact, and its only limitation is
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Fig. 3. Example of calculated (a) resonance frequencies �0 and
(b) half linewidths 00 of the fundamental microcavity resonance for
1000 interface shift realizations with disorder parameter a = 0.1505.
The legend in (b) specifies the symbols for the different results: exact
calculation, first- and second-order perturbation theory [Eqs. (11) and
(12), respectively] and resonant-state expansion (RSE) [Eq. (7)] with
419 basis states. Cyan dotted and dashed horizontal lines in (a) denote
the mean values 〈�0〉 and 〈�0〉 ± σ�, where σ� is the standard devia-
tion of�0. The magenta dashed horizontal line indicates the resonance
energy �(0)

0 of the unperturbed microcavity. Lines in (b) give the
equivalent values for the resonance linewidth, i.e., 〈00〉, 〈00〉 ± σ0 ,
and0(0)0 , where σ0 is the standard deviation of00.

the basis size. The resonant states are calculated as described in
Appendix A. The basis size is taken as N = 419 in the present
paper, symmetrically around the fundamental cavity mode,
see Appendix A. The same resonant states are used in the
second-order perturbation theory.

Figure 3 illustrates changes of the real and imaginary parts
of the fundamental cavity mode energy and linewidth for 1000
different realizations of random shifts of interfaces with the dis-
order parameter a = 0.1505. The latter means that the random
displacements of the interfaces are up to∼ 15 nm.

It can be seen that (i) introducing disorder causes an inho-
mogeneous broadening of the resonance energy position, with
a standard deviation on the order of 10 meV; (ii) the linewidth
of the resonance (homogeneous broadening) grows by approxi-
mately 10% (from ∼ 1.4 meV to ∼ 1.52 meV); (iii) the results
for the resonance energy�0 [Fig. 3(a)], calculated exactly, in the
first and second perturbation orders and in the resonant-state
expansion, do visually coincide for all disorder realizations,

while for the linewidth only the exact and the resonant-state
expansion results coincide.

The difference, representing the calculation error between the
exact results, the first, second, and “full” resonant-state expan-
sion (with N = 419 resonant states in the basis) is analyzed
versus the disorder strength a in Appendix B. Since the absolute
error is similar for the real and imaginary parts, the relative error
of calculating�0 is approximately Q0 times smaller than that of
00.

It is shown in Appendix B that the calculation error and its
standard deviation grow with a and can be quite large, especially
for the first perturbation order. Interestingly, the calculation
errors for the quantities, averaged over many (1000 in this work)
realizations, remain relatively small over the investigated range
of disorder parameter a ≤ 0.3, even in the first perturbation
order.

In what follows, we investigate the statistics of �0 and 00 as
functions of the disorder parameter. However, we begin from
the analysis of the most visible effect of the disorder, namely the
inhomogeneous broadening of the fundamental cavity mode
eigenenergy distribution due to the disorder.

A. Inhomogeneous Broadening

The distribution of fundamental cavity mode energies �0(ν)

(where ν stands for the realization number of the random
disorder) broadens with increasing disorder strength a , as
is clearly seen in Fig. 3(a) (see also Appendix B). Physically,
this would result in an inhomogeneous broadening of the
transmission spectrum of a hypothetical large-area micro-
cavity with randomly displaced inner interfaces, where the
displacement changes gradually on some large-distance scale
and assuming incoherent additions of the transmission of dif-
ferent parts of this large microcavity. Such inhomogeneous
broadening was observed, e.g., in high-Q factor III-V nitride
microcavities [46] and attributed to homogeneous areas (at a
local scale of ∼ 8 µm), separated by fluctuations occurring on
a short distance scale. The realization of high-Q factor in such
microcavities is likely to be limited by the structural disorder
[47,48].

From comparison with Fig. 3(b), we see that for a disorder
parameter a = 0.1505, the inhomogeneous broadening exceeds
significantly the homogeneous linewidth, and it will be shown
in the next section that the inhomogeneous broadening is equal
to the homogeneous one for a ≈ 0.02.

As to the distribution of resonance energies, as expected from
the central limit theorem and the superposition of 16 independ-
ent uniformly distributed random variables β j [see Eq. (1)], it
turns out to be close to normal Gaussian. A discretized density
of states can be defined on an energy mesh with a small step
δ < 00 as

Pδ(E )=
1

δ

∑
ν

∫ E+δ/2

E−δ/2
δ(E ′ −�0(ν))dE ′, (14)

where the sum is evaluated over all random realizations. It can be
smoothed on a larger energy scale by convolution with a normal-
ized rectangular function of width1≈ 00, resulting in the dis-
tribution
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Pδ,1(E )=
1

1

∫ E+1/2

E−1/2
Pδ(E ′)dE ′. (15)

Typical densities of states in Eqs. (14) and (15) for the distri-
bution of poles in Fig. 3(a) with an amplitude of disorder of
a = 0.1505 are displayed as green and red lines in Fig. 4(a) for
δ = 0.1 meV and 1= 1.5 meV. The averaged density is very
close to the normal Gaussian distribution

PGauss(E )=
1

√
2πσ�

exp

(
−
(E −�(0)0 )

2

2σ 2
�

)
, (16)

plotted as a blue dashed line in Fig. 4(a), in accordance with
the central limit theorem. This theorem states that if you sum
up a large number of random variables, the distribution of the
sum will be approximately normal (i.e., Gaussian) under certain
conditions, see, e.g., Ref. [49].

The transmission spectrum of the ideal microcavity in the
vicinity of the fundamental cavity mode is approximated quite
well by a Lorenzian

T(E , �0)=
02

0

(E −�0)
2
+ 02

0

, (17)

see the solid and dashed lines in Fig. 2(c). Thus, the inhomoge-
neously broadened spectrum of a large microcavity with the dis-
tribution of resonances is expected to exhibit the Voigt function
[50,51] shape,

〈T(E )〉 =
∫

T(E , �0)PGauss(�0)d�0. (18)

In the limit 00� σ�, the averaged transmission is
approximately Gaussian,

〈T(E )〉 ≈
00

σ�

√
π

2
exp

(
−
(E −�(0)0 )

2

2σ 2
�

)
, (19)

except for the Lorenzian tails for |E −�0|>σ�. An exam-
ple of averaged spectra corresponding to the distribution of
poles at disorder parameter a = 0.1505 for the convolution
in Fig. 4(a) is given in Fig. 4(b) and in logarithmic scale in
Fig. 4(c). The averaged transmission spectra 〈T(E )〉 [red curves
in Figs. 4(b), 4(c)] coincide quite well with the Gaussian spectra,
Eq. (19) (blue dashed curves) in the central part of the broad-
ened resonance. In contrast, the Lorenzian tails approaching the
homogeneously broadened spectrum of Eq. (17) (solid green
curves) are clearly visible in Fig. 4(c) due to the log scale.

B. Dependence on the Disorder Parameter

The dependence of the averaged parameters of the fundamental
cavity mode on the disorder parameter a are illustrated in Fig. 5.
Figures 5(a) and 5(b) display the averaged fundamental cavity
mode energy 〈�0〉 and half linewidth 〈00〉, respectively, as
functions of the disorder parameter a . The averaging is carried
out over 1000 random realizations, different for each value of
a . Figure 5(c) depicts the inhomogeneous broadening. It dis-
plays the fundamental cavity mode energy standard deviation
σ� = 〈(�0 − 〈�0〉)

2
〉

1/2 as a function of disorder parameter a .
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Fig. 4. (a) Densities of states [Eqs. (14) and (15)] calculated with
δ = 0.1 meV and 1= 1.5 meV for the realizations of disorder in
Fig. 3. Red vertical dashes denote �0 ± σ� and the solid line �0;
(b) averaged inhomogeneously broadened transmission spectrum of a
large cavity with all realizations of disorder (red solid curve). The green
solid line is the homogeneously broadened transmission spectra of the
ideal cavity calculated by Eq. (17). Blue dashed curves display Gaussian
distributions [Eqs. (16) and (19)]; (c) same as panel (b) in logarithmic
scale.

Figure 5(d) contains the same dependence as in Fig. 5(b), but is
plotted instead as a function of a2.

The averaged position of the resonance does not shift signifi-
cantly with the growth of the disorder parameter a . Fluctuations
are due to the finite number of realizations used. The magnitude
of the inhomogeneous broadening, which is given by σ�, grows
linearly with a , and the averaged half linewidth 〈00〉 grows
quadratically with a [the latter is clearly visible in Fig. 5(d)].
The inhomogeneous broadening matches the homogeneous
linewidth of the resonance at a ≈ 0.02.

The increase of the homogeneous linewidth results in a
decrease of the averaged microcavity Q factor that depends
quadratically on the disorder parameter a , as illustrated in Fig. 6.
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Fig. 5. (a) Resonance energy 〈�0〉 and (b) half linewidth 〈00〉 as functions of disorder parameter a , averaged over 1000 realizations of random
interface displacements. (c) shows the standard deviation of resonance energyσ� as a function of a , and (d) depicts 〈00〉 as a function of a 2. The values
of�(0)

0 [0(0)0 ] for the ideal microcavity without disorder are shown as horizontal dashed lines in (a) [(b)–(d)].
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Fig. 6. Dependence of the microcavity Q factor on the disorder
parameter a , calculated exactly and in the first and second orders of
perturbation theory, as well as by the resonant-state expansion with
419 states. The averaging is carried out over 1000 realizations of
random displacements of inner interfaces in the microcavity.

5. DISCUSSION

The reasons for the power scaling aα of 〈�0〉, σ�, and 〈100〉

with α = 0, 1, and 2, respectively, can be understood in the
first-order approximation of the resonant-state expansion.

The characteristic feature of the fundamental cavity mode
electric field distribution for an unperturbed microcavity with
exactly λ/4 Bragg pairs, exactly λ cavity layer, and with the
boundary conditions of Eq. (13) can be clearly seen in Fig. 1.

Namely, the values of the real and imaginary parts of the electric
eigenfield are subsequently zeroed exactly at successive inter-
faces. As a result, in the vicinity of each interface, either the real
or the imaginary part of the field is either a constant or a linear
function of the distance to this interface z− z0, j , i.e.,

ReE (0)0 (z)≈ D j +O(z− z0, j ),

ImE (0)0 (z)≈ (z− z0, j )F j +O
(
(z− z0, j )

2) , (20)

or

ReE (0)0 (z)≈ (z− z0, j )D j +O
(
(z− z0, j )

2) ,
ImE (0)0 (z)≈ F j +O(z− z0, j ), (21)

where D j , F j are constants. The signs of D j , F j are identical
(negative or positive) on the right-hand sides of the layers with
larger dielectric susceptibility (i.e., for odd j = 2m + 1) and
opposite on the their left-hand sides (for even j = 2m). Note
that 1ε(z)= |1ε|sign(z− z0, j ) on such right-hand side
interfaces, and 1ε(z)=−|1ε|sign(z− z0, j ) on the left-hand
side ones. Additionally, the normalization constant of the fun-
damental cavity mode is real, as discussed in Appendix A. All
this results in the following equation for the fundamental cavity
mode eigenenergy, averaged over random realizations:

〈E0〉 = E0

(
1−

1

2
〈V00〉

)
≡ E0 +1E0, (22)



Research Article Vol. 38, No. 1 / January 2021 / Journal of the Optical Society of America B 145

with

1E0 =−
E0

2

∑
j

〈V00, j 〉, (23)

where the sum is over all inner interfaces and

V00, j =C−2
0

∫ z0, j+a j

z0, j

1ε(z)E2
0 (z)dz

≈ |1ε|C−2
0

{
±D2

j a
3
j /3∓ F 2

j a j + i |D j F j |a 2
j , j = 2m + 1

∓D2
j a j ± F 2

j a 3
j /3+ i |D j F j |a 2

j , j = 2m
.

(24)

After averaging the odd powers of a j vanish, and, as a result, we
obtain in the first resonant-state expansion order and up to the
second order in a :

〈1�0〉 = 0, 〈100〉 ∝ a2, (25)

in agreement with the numerical results in Figs. 5(a) and 5(b). As
to the inhomogeneous broadening of�0, due to the terms linear
in a j , σ 2

� is proportional to a2 and thus σ� ∝ a , in agreement
with the numerical results in Fig. 5(c).

This shows in particular the well-known fact that the unper-
turbed planar Bragg microcavity is an optimized structure from
the point of view of the maximum Q factor (or minimum of
homogeneous half linewidth 00): any change of its structure
causes a decrease of Q and increase of 00. In fact, in the case
where the unperturbed structure would not correspond to a
mimumum of 00 versus layer thicknesses, a linear dependence
of00 with a would be present.

6. CONCLUSION

To conclude, we have demonstrated that introducing random
shifts of interfaces in a standard planar Bragg microcavity causes
a growth of the inhomogeneous broadening of the fundamental
cavity mode, linear in the disorder strength a , which quantifies
the relative change of the layer thicknesses. In contrast, the
linewidth increases proportionally to a2, with an according
decrease of the Q factor. The inhomogeneous broadening starts
to exceed the homogeneous one at a certain value of disorder
parameter, which is a ≈ 0.02 for the considered microcavity.
The first-order perturbation theory within the resonant-state
expansion works accurately up to a disorder strength of a ≈ 0.1,
especially for calculating the resonance energy. Furthermore,
it allows us to find a quantitative scaling of the microcavity
parameters with disorder strength.

APPENDIX A: POLES OF THE SCATTERING
MATRIX VIA LINEARIZATION

For normal incidence, the solutions of Maxwell equations for
electric E and magnetic H fields in each layer of the microcavity
are

E= (E x , 0, 0) , H=
(
0, Hy , 0

)
, (A1)

with

E x = A+ exp(−iωt + ikl z)+ A− exp(−iωt − ikl z),

Hy = nl A+ exp(−iωt + ikl z)− nl A− exp(−iωt − ikl z),
(A2)

where nl =
√
εl , l = 0, 1, 2, ε0 = 1 corresponds to semi-

infinite surrounding free space layers, and kl = nlω/c . Note
that we are using the Gaussian units. Defining the amplitude
vector as

|A〉 =
(

A+

A−

)
, (A3)

the transfer matrix over a distance d inside a homogeneous and
isotropic material is

T̃l ,d =

(
exp(ikl d) 0

0 exp(−ikl d)

)
, (A4)

with |A(z+ d)〉 = T̃l ,d |A(z)〉). The transfer matrix over the
interface from material l to l ′ is

Tl ′,l =
1

2

(
1+ K 1− K
1− K 1+ K

)
, K =

nl

nl ′
. (A5)

We can calculate the transfer matrix over the entire microcav-
ity as

T(ω)= T0,1
(
T−1

BP

)4
T̃1,LC (TBP)

4T1,0,

where

TBP = T1,2T̃2,L2 T2,1T̃1,L1 ,

so that the amplitude vectors from the left and right sides of the
microcavity are connected as

|AL 〉 =

(
A+L
A−L

)
, |AR 〉 =

(
A+R
A−R

)
, |AL 〉 = T(ω)|AR 〉.

(A6)

Using the vectors of incoming and outgoing amplitudes,

|in〉 =

(
A+L
A−R

)
, |out〉 =

(
A−L
A+R

)
, (A7)

the optical scattering matrix is defined as

|out〉 = S(ω)|in〉. (A8)

From this definition, it is seen that the physical meaning of the
scattering matrix components is

S =
(

r L L tR L

tL R r R R

)
, (A9)

where, e.g., r L L is the amplitude reflection coefficient from
the left side of microcavity to the left, and tR L is the amplitude
transmission coefficient from left to right. The connection with
the components of the transfer matrix is

S =
(

−T−1
22 T21 T−1

22
T11 − T12T−1

22 T21 T12T−1
22

)
, T =

(
T11 T12

T21 T22

)
.

(A10)
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Eigensolutions (resonances) are found as nonvanishing out-
going solutions |out〉 = |on〉 6= 0 at zero input |in〉 = 0, which
results in the homogeneous equation for the resonant outgoing
eigenvectors |on〉 and eigenfrequenciesωn :

S−1(ωn)|on〉 ≡ R(ωn)|on〉 = 0. (A11)

Equation (A11) can be solved iteratively via a frequency-
dependent linearization, described, e.g., in Ref. [18]. Assuming
that

ωn =ω+1ω,

and linearizing Eq. (A11) over1ω, we obtain

0= R(ωn)|on〉 = R(ω)|on〉 +1ω
d R(ω)

dω
|on〉,

which requires

R(ω)|on〉 =−1ω
d R(ω)

dω
|on〉.

Thus, we arrive at a linear 2× 2 matrix problem to find1ω:

W|on〉 =1ω|on〉, (A12)

where the matrix

W(ω)≡−

[
d R(ω)

dω

]−1

R(ω)= S(ω)
[

d S(ω)
dω

]−1

(A13)

can be easily calculated and diagonalized. The latter equation
follows from d(SS−1)/dω= 0. The minimum eigenvalue1ω
of W generates the corrected frequency ω′ =ω+1ω, which
is presumably closer to the solution of Eq. (A8). The procedure
can be iteratively continued until finding the solution with
the desired accuracy. As a starting point for iterations, it makes
sense to use the real values of frequency that correspond to the
transmission maxima (see Fig. 2).

As for the resonance eigenvector, it is known in the case of
the mirror-symmetric structure in advance due to symmetry
constraints:

|on〉 =

(
1

(−1)pn

)
. (A14)

The parity is pn = 0 for even and pn = 1 for odd eigenfunc-
tions. The resonance distribution of the electric field can be then
reconstructed easily as

En(z)= A+n (z) exp(iknz)+ A−n (z) exp(−iknz), (A15)

with (
A+n (z)
A−n (z)

)
= Tz(ωn)

(
0
1

)
, (A16)

where Tz(ωn) is the transfer matrix from the left side of the
microcavity to point z inside.

The calculated eigenenergies and normalization con-
stants for the 21 resonances around the resonance with
�0 = 1 eV for our microcavity are given in Table 1. The
resonance at �0 = 1 eV has the maximal Q factor. In the
main text, we call it the fundamental cavity mode. The elec-
tric eigenfields for −12≤ n ≤ 11 are shown in Fig. 7. The

Table 1. Eigenenergies En =�n − i0n and
Normalization Constants C2

n of the 21 −10≤ n≤ 10
Resonances of the Original Ideal Microcavity

a

n �n (meV) 0n (meV) Re(C2
n) (nm) Im(C2

n)/Re(C2
n)

−10 0 24.8 7.12 · 103 3.15 · 10−17

−9 99.2 26.5 6.69 · 103 3.17 · 10−2

−8 186.3 25.0 7.08 · 103 6.54 · 10−2

−7 295.6 25.7 6.88 · 103 9.99 · 10−2

−6 375.3 25.0 7.07 · 103 1.39 · 10−1

−5 485.3 23.7 7.45 · 103 1.84 · 10−1

−4 565.4 23.6 7.44 · 103 2.39 · 10−1

−3 659.5 19.1 9.20 · 103 2.98 · 10−1

−2 746.6 17.3 1.01 · 104 3.72 · 10−1

−1 797.9 9.18 1.90 · 104 4.28 · 10−1

0 1000.0 1.40 1.40 · 105 1.17 · 10−9

1 1202.0 9.18 1.90 · 104
−4.28 · 10−1

2 1253.3 17.3 1.01 · 104
−3.72 · 10−1

3 1340.4 19.1 9.20 · 103
−2.98 · 10−1

4 1434.5 23.6 7.44 · 103
−2.39 · 10−1

5 1514.6 23.7 7.45 · 103
−1.84 · 10−1

6 1624.6 25.0 7.07 · 103
−1.39 · 10−1

7 1704.3 25.7 6.88 · 103
−9.99 · 10−2

8 1813.6 25.0 7.08 · 103
−6.54 · 10−2

9 1900.7 26.5 6.69 · 103
−3.17 · 10−2

10 2000.0 24.8 7.12 · 103 2.10 · 10−8

aThe parameters for the fundamental cavity mode with n = 0 are indicated
by a frame.

resonance with n =−10 is “static,” �−10 = 0. All other
resonances are mirror-symmetric on the complex energy
plane around it: the resonances with ñ = n + 10< 0 are
�ñ−10 =−�−ñ−10 < 0, 0ñ−10 = 0−ñ−10, and the eigen-
fields are complex conjugate, i.e., ReEñ−10(z)= ReE−ñ−10(z),
ImEñ−10(z)=−ImE−ñ−10(z). The parity of the resonance
with odd (even) n is odd (even). The latter is the consequence
of the mirror symmetry of the microcavity and the definition
of normalized resonant states using the boundary conditions in
Eq. (A14). Note that the normalization constants Cn are, gener-
ally, complex (except those of the fundamental cavity mode and
other high-Q states, see below). We use in the main text up to
N = 419 states in the resonant-state expansion basis, positioned
symmetrically around the fundamental cavity mode, i.e., with
�n for−(N − 1)/2 6 n 6 (N − 1)/2.

An interesting point about the normalization constant of the
fundamental cavity mode is that it appears to be real within the
accuracy of our numerical calculation. In fact,

C0,1 =

∫ L

0
ε(x )E2

0 (x )dx ≈ 1.4004 · 105
− 1.9733 · 102i

and

C0,2 =
i

2k0

[
E2

0 (0)+ E2
0 (L)

]
≈−2.7708 · 10−1

+ 1.9733 · 102i

for the eigenfield E0, shown in Fig. 1. This field is normalized
according to

E (0)0 (0)= E (0)0 (L)= 1,
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Fig. 7. Real (blue solid lines) and imaginary (red solid lines) parts of the electric field distributions E (0)n (z) of the resonances of the ideal microcav-
ity with n =−12,−11, ... 11, normalized according to Eq. (13). The Q factors and eigenenergies En =�n − i0n [in milli-electron volt (meV)] are
shown in the title of each panel.

which follows from Eq. (A14). It appears that for the fundamen-
tal cavity mode with n = 0,

C 2
0 =C0,1 +C0,2 ≈ 1.4004 · 105

+ 1.6502 · 10−4i,

so that C0 is real with the accuracy of our numerical procedure.

APPENDIX B: ACCURACY OF DIFFERENT
APPROXIMATIONS OF THE RESONANT-STATE
EXPANSION

The averaged absolute values of relative errors for calculating�0

and 00 by the first- and second-order approximations and the
resonant-state expansion with 419 nearest resonant states are

illustrated in Fig. 8 [panels (a) and (b), respectively] as functions
of the disorder parameter a . It can be seen that the first-order
perturbation theory becomes, as expected, less accurate with
increasing disorder parameter, but it gives in most cases quite
accurate results, especially for the calculation of�0 and for small
amplitude of disorder a < 0.1.

Figure 8(a) contains also, as a guide for the eye, a black solid
line, proportional to a3, and Fig. 8(b) contains black dashed
and dashed-dotted ones, proportional to a2 and a4, respectively.
The magnitude of the calculation errors grows as a3 and a2 for
the first perturbation order over the investigated range of a for
�0 and 00, respectively. For�0, the second order only provides
a factor of 2 improvement and is limited by the basis size used
in the resonant-state expansion. The calculation error in the
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the Q factor is same as shown in (b). The relative accuracy is calculated as the relative difference between the exact and the approximate methods.
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Fig. 9. Relative calculation error of the first-order perturbation theory for (a) real and (b) imaginary parts of the resonance energy, as functions of
a 2 for the fundamental cavity mode, averaged over 1000 realizations of random interface displacements. The dashed lines with open triangles are the
same as shown in Fig. 8. The dashed red lines are averaged calculation errors 〈1�0/�0〉 and 〈100/00〉. Yellow regions show the width of the error
distribution, e. g., 〈100/00〉 ± σ1 in (b).

second perturbation order scales instead as a4 for00, but is lim-
ited for small a by the finite size of the resonant-state expansion
basis used and merges with the error of the full resonant-state
expansion. As to the calculation error of the full resonant-state
expansion, in the case of 00, it saturates around 2× 10−4 for
a > 0.1. For a . 0.02, the full resonant-state expansion error
coincides with that of the second-order perturbation theory,
which means that the full resonant-state expansion becomes
redundant. However, the value of a , where the second-order
matches the full resonant-state expansion, depends on the basis
size. The saturated accuracy of the full resonant-state expansion
for larger a depends on the chosen basis size. With decrease of
the size of the resonant-state basis, this saturated accuracy wors-
ens, e.g., to∼ 2× 10−3 for N = 219. Note that we take here the
resonant-state basis set symmetrical around the fundamental
cavity mode.

As a result, the first-order perturbation theory of resonant-
state expansion works well for a < 0.3. Note that such a large a
corresponds to the amplitude of interface displacement of up
to 30% of the thinner Bragg layer thickness or, in the present

case, as large as∼ 30 nm. The averaged calculation error of the
first-order perturbation is still smaller than 10% for a = 0.3.
Of course, as can be understood from Figs. 2 and 3, relatively
rare displacement realizations occur with a very large calcu-
lation error. However, the majority of disorder realizations
is still reasonably well described by the first-order perturba-
tion theory. Figure 9 illustrates the width of the range within
which more than half of the disorder realizations are confined
(filled by yellow color). With growing disorder, parameter
systematic errors arise as 〈1�0/�0〉< 0 and 〈100/00〉< 0.
However, for weak disorder, these systematic errors are small,
and 〈|1�0|/�0〉 ≈ σ1�/�, 〈|100|/00〉 ≈ σ10/0 .
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