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ABSTRACT: The optical properties of plasmonic nanoparticle ensembles are determined not only by the particle shape and size but also by the nanoantenna arrangement. To investigate the influence of the spatial ordering on the far-field optical properties of nanoparticle ensembles, we introduce a disorder model that encompasses both “frozen-phonon” and correlated disorder. We present experimental as well as computational approaches to gain a better understanding of the impact of disorder. A designated Fourier microscopy setup allows us to record the real- and Fourier-space images of plasmonic metasurfaces as either RGB images or fully wavelength-resolved data sets. Furthermore, by treating the nanoparticles as dipoles, we calculate the electric field based on dipole–dipole interaction, extract the far-field response, and convert it to RGB images. Our results reveal how the different disorder parameters shape the optical far field and thus define the optical appearance of a disordered metasurface and show that the relatively simple dipole approximation is able to reproduce the far-field behavior accurately. These insights can be used for engineering metasurfaces with tailored disorder to produce a desired bidirectional reflectance distribution function.
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The concept of structural disorder in physical systems has attracted much attention in recent years, as it has been shown to define the optical properties of many different systems. Functional disorder occurs in nature, for example in flowers or beetle scales, determining the optical properties of these surfaces and improving, for example, temperature control and optical signaling. This has fueled the development of bioinspired disordered materials. Disorder-induced light scattering has brought forward random lasers, disordered opaque media have been used as programmable optical circuits in combination with wavefront shaping, and disorder-engineered metasurfaces have in turn been employed for wavefront shaping and high-resolution microscopy. Disorder due to fabrication errors influences the optical properties of photonic crystals, and nanostructures produced using electron-beam lithography typically suffer from structural disorder due to alignment errors and the proximity effect. On the other hand, exploiting the effects of structural disorder has also brought forward applications such as photon trapping and localization of surface plasmon polaritons and on-chip spectrometry. Most notably, disordered arrangements of nanostructures have been used to determine the far-field optical properties of metasurfaces, with applications in structural colors and enhanced light collection in thin-film solar cells. Another application of tailored disorder in nanostructure arrangements is the suppression of grating modes to achieve an angle-independent response or, in the opposite case, the realization of metasurfaces with a tailored, ultrahigh angular selectivity. The optical appearance of any surface can be characterized via its so-called bidirectional reflectance distribution function (BRDF). This quantity can be thought of as a measure of “shininess”. A surface can act as a perfect mirror and thus reflect all incoming light into an angle equal to the angle of incidence. Such a reflection is called specular. On the other hand, incoming light might be isotropically scattered into all directions, so that the angle of incidence cannot be determined from the distribution of reflected light anymore. This is called diffuse reflection or scattering. Light absorption and/or transmission by the surface can furthermore decrease the...
Figure 1. (a) Schematic of the parameters involved in the definition of the bidirectional reflectance distribution function (BRDF). We investigate the influence of spatial disorder in plasmonic nanoparticle ensembles on the far-field appearance, using different disorder models. In addition to completely randomized and hyperuniform disorder (b), we employ short-range “frozen-phonon” (FP) disorder with varying disorder strength $s_d$ as well as correlated disorder with varying correlation length $L_c$ (c).

total amount of reflected light. Additionally, these effects can vary with wavelength. The BRDF contains a complete description of the angle- and wavelength-dependent far-field reflectance of a surface:\(^{28}\)

$$\text{BRDF}(\theta_{\text{in}}, \phi_{\text{in}}, \theta_{\text{out}}, \phi_{\text{out}}, \lambda) = \frac{dE_{\text{out}}(\theta_{\text{out}}, \phi_{\text{out}}, \lambda)}{dE(\theta_{\text{in}}, \phi_{\text{in}}, \lambda)}$$  \hspace{1cm} (1)$$

Here, $\theta_{\text{in}}$ and $\phi_{\text{in}}$ are the polar and azimuthal angles of incidence, while $\theta_{\text{out}}$ and $\phi_{\text{out}}$ are the angles of reflection/scattering, as illustrated in Figure 1a. In daily life, most surfaces can be considered rotationally symmetric, so that $\phi_{\text{in}}$ can be ignored. $L_{\text{out}}$ is the spectral radiance leaving the surface (expressed in units of power per unit area per unit solid viewing angle $d\Omega$), while $E$ is the spectral irradiance of the sample (units of power per unit area). In a more generalized definition, the polarization of incoming and reflected light can be added as a variable as well.

The BRDF is widely used in, for example, computer graphics, to accurately reproduce the appearance of real-world surfaces and materials in photorealistic rendering, along with inverse problems such as object recognition.\(^{29}\) Another application is the characterization of surface albedo and vegetation patterns via satellite imaging. BRDF measurements at these size scales are typically done by goniometer-based setups, in which a light source and a detector are moved through a set of angles relative to a surface.\(^{30}\) At the sub-100 $\mu$m size scale of the work presented here, it is in principle possible to record BRDF measurements using goniometric ellipsometry setups (actually designed to determine the dielectric function of a material), but these typically suffer from a limited spatial resolution.

An established technique for characterizing the angle-dependent optical far-field behavior of a microscale sample is so-called Fourier microscopy, also called $k$-space microscopy or back focal plane microscopy.\(^{31,32}\) The concept of Fourier microscopy has, for example, been employed to investigate the far-field behavior of single plasmonic nanostructures and to characterize nanostructures with tailored directional emission behavior.\(^{33–39}\) The combination of Fourier microscopy with imaging spectroscopy has furthermore proven useful for microellipsometry\(^{40,41}\) and to fully characterize the angle- and wavelength-dependent behavior of complex plasmonic systems, such as plasmonic lenses,\(^{42}\) plasmonic perfect absorbers,\(^{25}\) and plasmonic sensor structures.\(^{46}\)

In Fourier microscopy, one observes not the front focal plane (which is the image plane) of the microscope objective but the back focal plane (BFP). The radial coordinate $k$ in the BFP corresponds to the angle in the image plane via

$$k = \begin{bmatrix} k_x \\ k_y \end{bmatrix} = \begin{bmatrix} \sin \theta \cos \phi \\ \sin \theta \sin \phi \end{bmatrix}$$  \hspace{1cm} (2)$$

with $n$ the refractive index between the objective front lens and the image plane. The BFP image thus contains information about all accessible angles $\theta_{\text{out}}$ and $\phi_{\text{out}}$ limited by the objective NA. By carefully manipulating the sample illumination, the incident angles (or range of angles) $\theta_{\text{in}}$ and $\phi_{\text{in}}$ can be varied as well, so that it is possible to reconstruct the full BRDF from $k$-space measurements.

When speaking about disorder, the main question is how one defines disorder and, moreover, how one quantifies it. In positional disorder, that is, disorder in the distribution of particles across a surface, one could define the two extreme cases of “completely ordered” and “completely randomized”, as illustrated in Figure 1b. In the completely ordered case, each particle occupies a position out of a predefined discrete set, such as a rectangular or hexagonal lattice. In the completely randomized case, any position is accessible and each particle is positioned at random $(x, y)$ coordinates, without being influenced by the other particles at all. This fully randomized distribution inevitably leads to cluster formation. For objects of
finite size, it leads to overlapping as well and is thus not necessarily a realistic model for nanoparticle distribution.

In a more realistic scenario, nanoparticles are randomly distributed while maintaining a certain minimum distance to each other due to repulsive forces. This is, for example, the case in many colloidal fabrication methods.\textsuperscript{33–46} Such quasi-randomized distributions can be generated by random sequential adsorption (RSA)-based models.\textsuperscript{37} Figure 1b shows an example of the simplified RSA model, in which the minimum interparticle spacing was set to preserve the number of particles per unit area with respect to the completely ordered case. Other models for generating quasi-randomized (or, by an equally valid term, quasi-periodic) distributions are Matérn-type distributions\textsuperscript{18} and the so-called Penrose tiling, which has also been observed in quasi-crystalline materials.\textsuperscript{48,49} An extensive overview of disorder models and methods of characterization can, for example, be found in the work of Torquato and Stillinger.\textsuperscript{50}

However, in this work, we aim for a quantification of the influence of structural disorder on the optical properties of plasmonic metasurfaces. This requires a disorder model that allows for a tunable degree of disorder in reproducible disordered arrays. We make use of the model employed in nanowire-based photonic crystals by Nau et al.\textsuperscript{31,52} In this model, which is comparable to the method used by Zhang et al.,\textsuperscript{53} particles are randomly displaced from their initial lattice positions, with a maximum displacement defined as the disorder strength. This configuration is also called “frozen-phonon”-type disorder or uncorrelated disorder, since the elements do not influence each other. Thus, only short-range disorder is introduced, while long-range order is preserved. A disorder strength of zero corresponds to the original lattice. In addition to the displacement, a correlation can be introduced.

In the case of frozen-phonon disorder in a perturbed lattice consisting of \( n_x \times n_y \) elements, the coordinates of element \( i = 1, \ldots, N \) with \( N = n_x n_y \) are given by

\[
\begin{align*}
    x_i &= [x_0^i] + [\Delta x]^i \\
    y_i &= [y_0^i] + [\Delta y]^i
\end{align*}
\]

with \( x_0 \) and \( y_0 \), the initial lattice coordinates corresponding to element \( i \), and \( \Delta x \) and \( \Delta y \) the displacement of the element from its lattice position. Several different distributions can be used for the randomly chosen values of \( \Delta x \) and \( \Delta y \). In the work of Nau et al., a Gaussian distribution was used, in which case the full width at half-maximum (fwhm) of the distribution is a measure for the disorder strength. In this work, we consider a rectangular distribution, in which the disorder strength \( s_d \) is defined as the maximum displacement that any element can have from its lattice position in both directions:

\[
|\Delta x|, |\Delta y| \leq s_d P
\]

with \( P \) the lattice constant of the initial lattice. This definition is chosen to make \( s_d \) a dimensionless factor, normalized to the lattice constant.

This distribution is used to prevent the occurrence of outliers far outside the disordered array. The frozen-phonon disorder can thus be thought of as placing each particle at a random position within a square centered at the lattice position, with \( s_d \) defining the size of this square. In the case of a nonisotropic periodicity and/or a nonisotropic disorder strength, the square is replaced by a rectangle.

The disorder model can be extended to include correlated disorder, also called long-range disorder. In this case, each shifted element adds an additional shift to all other elements, which is proportional to its own shift via a correlation function \( C(r) \), with \( r \) the distance between the two points. For each element \( i \), a random shift \([\Delta x_i, \Delta y_i]^T\) is generated as before. Then, all elements \( j \neq i \) are assigned an additional shift \([\Delta x_j, \Delta y_j]^T C(r_{ij})\). After this is done for all \( N \) positions, the coordinates of element \( i \) are given by

\[
\begin{align*}
    [x_i] &= [x_0^i] + [\Delta x]^i + \sum_{j \neq i} [\Delta x_j]^i C(r_{ij}) \\
    [y_i] &= [y_0^i] + [\Delta y]^i + \sum_{j \neq i} [\Delta y_j]^i C(r_{ij})
\end{align*}
\]

In our implementation, we use a correlation function with a Gaussian shape:

\[
C(r_{ij}) = \exp\left(-\frac{r_{ij}^2}{2L_c^2 P}\right)
\]

so that the correlation length \( L_c \) (again normalized to \( P \)) is directly related to the fwhm of the Gaussian curve (fwhm = 2\( \sqrt{\ln 2} L_c P \)). Figure 1c displays several examples of disordered arrangements generated by the model described above, for different values of both \( s_d \) and \( L_c \).

The algorithm for generating sets of disordered positions thus uses the number of positions \( n_x \), \( n_y \) the disorder strength \( s_d \), the correlation length \( L_c \), and the periodicity of the original lattice \( P \) as input parameters. To make the disorder model size-independent, \( L_c \) and \( s_d \) are expressed in terms of \( P \). In our implementation, the shift values \( \Delta x \), \( \Delta y \) are generated using the MatLab internal pseudorandom number generator (RNG), which uses a seed value as input to initiate the set of pseudorandom numbers. Each combination of \( s_d \) and \( L_c \) can thus produce an infinite number of different realizations, as every RNG seed value results in a unique set of positions. Increasing either disorder parameter while keeping the seed value fixed results in all particles being shifted further in the same direction, as one can recognize in the examples in Figure 1c.

RESULTS AND DISCUSSION

The introduction of structural disorder into arrays of nanoparticles suppresses the angle-dependent far-field features that arise from the ordering itself, such as the Rayleigh anomalies\textsuperscript{54} and quasi-guided modes.\textsuperscript{55} These features manifest themselves in the angle-dependent transmittance and/or reflectance.

Figure 2 displays a set of angle-resolved transmittance spectra for different disordered Au nanodisk arrays (diameter \( d = 120 \) nm, height \( h = 60 \) nm, \( P = 500 \) nm), recorded using a microspectroscopy setup extended with a modified 4-f setup\textsuperscript{56} (see the Supporting Information for a detailed description). The nanoparticle arrays are embedded in a layer of IC1-200 spin-on dielectric, which closely matches the refractive index of the SiO\(_2\) substrate. Panel (a) shows the reflectance of an unperturbed array, for \( s \) and \( p \) polarization. The observed features can be attributed to the lattice’s Rayleigh anomaly and to waveguide modes in the IC1-200 layer.\textsuperscript{56} If uncorrelated disorder is introduced [panel (b)], these features gradually become less sharp with increasing \( s_d \). At a disorder strength of 100%, no periodicity-induced modes are distinguishable
any more. If a nonzero correlation length is added to the disorder [panel (c)], the features disappear at a smaller $s_d$ value. At $L_c = 300\%$, the $k$-space spectrum for $s_d = 60\%$ cannot be distinguished from the spectrum for $s_d = 100\%$ in the uncorrelated case. This indicates that the lattice-induced spectral features in bright-field spectral measurements are primarily determined by the long-range order of the sample, which diminishes much faster with $s_d$ if $L_c$ is increased. Since short-range order appears to be of no significant influence on the bright-field transmittance spectra, different combinations of $L_c$ and $s_d$ can produce the same result. These measurements can thus not be used to identify the disorder in the sample.

The far-field optical behavior of a periodic structure is dominated by diffraction effects. To characterize the influence of disorder on the optical response, it is thus necessary to image the diffraction. In the previous bright-field transmittance measurements, the diffraction orders are not directly visible. The signal measured at a certain angle $(\theta, \varphi)$ consists of the bright zeroth-order transmittance of light incident at the same angle, overlapped with diffracted light from all other incident angles. To image the diffraction orders, the range of incident angles must be reduced to a minimum. This can be achieved by illuminating the sample with a collimated beam, in other words with near-zero NA. By replacing the spectrometer with a CCD camera and by using a high-NA oil immersion objective, we record real-space and $k$-space RGB images with a maximum collection angle of approximately $69^\circ$. In the intermediate Fourier plane, an opaque stop can be inserted to block the zeroth-order reflection, which is far brighter than the diffracted/scattered light (see the Supporting Information).

For these measurements, we use nanodisks made of aluminum rather than gold, as the plasmonic resonance of Al disks lies at shorter wavelengths and the structures thus show a clear response throughout the entire visible range.

Figure 3 displays a set of real-space and $k$-space RGB images of disordered Al nanoparticle ensembles, generated via completely randomized positions, via the simplified RSA model, and using frozen-phonon (uncorrelated) and correlated disorder. Each array is generated using the same seed value. The base lattice periodicity is 500 nm, which is above the diffraction limit of the microscope objective, so that the individual structures can be distinguished. In the completely randomized ensemble, overlapping structures exist (see the SEM images provided in the Supporting Information). These lead to very strong local scattering peaks, as the overlapping nanoparticles effectively form nanoantennas with a much higher scattering cross-section than the individual Al disks. In the simplified RSA model, the intensity distribution is again much more uniform, while the color impression is much more diverse than in the unperturbed case.

If frozen-phonon disorder is introduced, a somewhat different picture arises. The overall color impression remains comparable to the base lattice. As $s_d$ increases, more particles appear at very small distances from each other, again leading to stronger intensity peaks in the real-space image. Correlated disorder leads to another clearly recognizable effect. Different colors occur again, but in this case, areas or “patches” of locally similar colors can be recognized. These areas occur at sizes in the order of the correlation length $L_c$, as the correlation leads to the formation of locally similar interparticle distances. This indicates that one can think of a lattice perturbed by correlated disorder as a set of different smaller lattices, each with its own periodicity in $x$ and $y$ direction and with its own orientation. As $s_d$ increases, very bright patches occur again. Similar to the uncorrelated case, these can be attributed to particles that are very close together. In this case, the correlation length causes the formation of patches of closely spaced particles, leading to larger areas of high intensity. At the same time, large areas of very large interparticle spacing are formed as well, leading to the formation of “dark” areas alongside the “bright” ones. It should be noted that the colors in the very bright patches are not always reproduced accurately, since the high intensity can lead to oversaturation of the CCD camera pixels (while reducing the exposure time would have significantly increased the noise in the darker areas).

In the $k$-space images (Figure 3b), the different disorder types can clearly be distinguished from one another as well. In the unperturbed grid, the first-order diffraction leads to sharp peaks at scattering angles determined by the lattice period and the wavelength ($\sin \theta = \lambda / nP$). In the case of fully randomized positions, no sharp features can be seen anymore, but rather scattering in all directions occurs. This can also be interpreted as an overlap of diffraction orders arising from many different lattices with random orientations and periodicities. In the case of simplified RSA disorder, the rotational symmetry of the diffraction pattern is maintained, but the angle-dependence is not. Light is diffracted into large angles, similar to the diffraction of the unperturbed lattice. The diffraction pattern of this disordered array can thus also be interpreted as overlapping diffraction patterns from many arrays with different orientations, but with similar periodicities. The range of angles into which the light is diffracted is in this
case determined by the minimum distance \( s_{\text{min}} \) used for generating the set of positions.

In the case of uncorrelated disorder, isotropic scattering can be recognized as well. As \( s_d \) increases, the first-order diffraction peaks decrease in intensity, while a roughly isotropic background signal occurs, which increases in intensity. The introduction of a correlation length has a clearly different effect. In this case, the diffraction orders do not disappear, but show a broadening in the polar as well as the azimuthal angle. This confirms the intuitive picture of an array with correlated disorder as a superposition of gratings with different orientations and periodicities. Furthermore, high values of \( L_c \) and \( s_d \) at the same time lead to a strong enhancement of this broadening, as the variation in “local” periodicity and angle is increased. Nevertheless, diffraction/scattering into small angles still does not appear.

The \( k \)-space images in Figure 3b indicate that short-range and long-range order have distinct effects on the diffraction behavior. If only short-range disorder is introduced, but long-range order is still given (in the case of uncorrelated disorder), the diffraction orders of the base lattice can still be recognized. As the disorder strength increases, an isotropic scattering background occurs. The relative intensities of both features depend on the disorder strength. In contrast, if long-range disorder is introduced, while some short-range order is maintained (in the case of correlated disorder), a broadening rather than a weakening of the first-order diffraction is observed. This also means that the diffraction patterns in these “dark-field” \( k \)-space images can be used to identify the type of disorder present in the array, in contrast to bright-field measurements.

However, the observations described above are only valid if the first- or higher-order diffraction from the base lattice is collected by the microscope objective, in other words, for periodicities above the diffraction limit. If \( P \) is decreased, this is not the case anymore. Figure 4 shows real-space RGB images of Al nanodisk arrays using a subset of the disorder parameters used in Figure 3, but with a base lattice period of 250 nm instead of 500 nm. This means that the average interparticle spacing is below the diffraction limit, so that the individual particles cannot be resolved anymore. The overall effects are nevertheless similar. A larger \( s_d \) value leads to more variation in color, while the introduction of correlation leads to the formation of dark and bright patches at typical sizes scaling with \( L_c \).

The loss of spatial resolution in Figure 4a with respect to Figure 3a is directly connected to the loss of first-order diffraction in the collected \( k \)-space image. Nevertheless, the \( k \)-space images recorded on these subdiffraction disordered arrays hold some interesting information as well. As shown in Figure 4b, a broadening of the zeroth-order diffraction (reflection) can be recognized in the case of correlated disorder. For lattices with only very little disorder, only a cross-shaped diffraction pattern is observed. This can be understood as diffraction caused by the square-shaped array as a whole, which acts as a single diffracting object. As \( L_c \) and \( s_d \) are increased, this shape is blurred. Together with the formation of “bright” and “dark” patches, this leads to broadening of the specular reflection.

To verify the accuracy of the recorded RGB images and to characterize the influence of the introduced disorder on the spectral distribution of the reflectance, we additionally perform...
hyperspectral reflectance measurements using the motorized sample stage of the microscope. Corresponding results can be found in the Supporting Information.

In addition to the optical measurements, we implemented a calculation model to predict the far-field appearance of a disordered ensemble of plasmonic nanoparticles. In principle, it would be possible to calculate the optical far field of such an ensemble using finite-element or FDTD methods, but due to the large number of particles involved, this is an impractical approach. Instead, we approximate each particle as a point dipole and calculate the interparticle interaction. Despite being a relatively simple model, the discrete dipole approach (DDA) has already been proven to mimic the behavior of even relatively complex plasmonic systems with a high degree of accuracy.

In the dipole approximation, each particle is characterized by its polarizability \( \alpha \). In small spherical particles, \( \alpha \) is isotropic, but for more complex particle shapes, this is not the case anymore. The polarizability can thus not be written as a scalar, but must be expressed as a tensor. The expression for the particle’s dipole moment then reads

\[
p = e_0 \varepsilon \hat{\alpha} E_0
\]

with \( e_0 \) the dielectric function of the environment and \( \hat{\alpha} \) the polarizability tensor. \( E_0 \) represents the background electric field at the center of the particle. In the case of a disk-shaped particle of arbitrary size, no direct analytic expression for \( \hat{\alpha} \) exists. Nevertheless, \( \hat{\alpha} \) can be “reverse-engineered” if the electric field is known (see the Supporting Information for further details).

The next step is to introduce coupling between particles in an ensemble of arbitrary size. If each dipole \( i \) at a location \( \mathbf{r}_i \) is assumed to interact with all other dipoles \( j \neq i \), the local electric field at \( \mathbf{r}_i \) is equal to the sum of the incident electric field \( E_0 \) and the electric field radiated by all other dipoles:

\[
E_i(\mathbf{r}_i) = E_0(\mathbf{r}_i) + \sum_{j \neq i} E_j(\mathbf{r}_j)
\]

in which the fields at \( \mathbf{r}_i \) and \( \mathbf{r}_j \) are related via the free space Green tensor. Via eq 7, this leads to a large set of coupled equations, which must be solved to obtain the electric field at each position in the ensemble of dipoles. By applying the near-to-far field conversion proposed by Yang et al., in which an incoming test plane wave \( E_0 \) is projected on the scatterers in order to derive the electric field in a surrounding surface (in our case a plane at a typical distance of 1 nm above the dipole ensemble), the \( k \)-vector-resolved intensity radiated by the full dipole ensemble can be calculated. The result, truncated at \( k \leq 1 \), gives the total intensity radiated into the far field. This corresponds to the Fourier image that would be visible in a Fourier microscopy setup. To simulate the effect of a microscope objective with a limited NA, the truncation can also be performed at \( k \leq \text{NA}/n \). Furthermore, applying an inverse Fourier transform to the obtained \( k \)-vector-resolved intensity gives the corresponding real-space intensity distribution. This transform is analogous to the effect of adding a lens behind the Fourier plane to retrieve the real-space image (see Figure S2 of the Supporting Information).

By repeating this procedure for different wavelengths, the spectrally resolved reflected \( k \)-space and real-space images of a predefined ensemble of plasmonic nanoantennas, illuminated from a certain angle, can thus be extracted. By varying the angle of incidence of the incoming electric field \( E_0 \) as well, it is in principle possible to obtain a full data set in which the reflected intensity as a function of wavelength and observation angle is related to the angle of incidence. This data set would, in other words, provide the full BRDF of the nanoparticle ensemble and thus contain all the necessary information for a full characterization of the far-field behavior of the metasurface.

To visualize the response in the visible wavelength range, the three-dimensional data cube of reflectance vs position or \( k \)-vector can also be converted to color images, which can easily be compared to optical measurements. A detailed explanation of the conversion from spectral data to visible colors can be found in the Supporting Information.

It is also possible to include particles of different sizes, shapes, orientations, or even materials in the calculation. As long as the polarizability tensor \( \hat{\alpha} \) is known for each particle, the electric field can be calculated via the coupled equations given by eq 8. By establishing a database of \( \hat{\alpha} \) for many different particles, the dipole coupling model thus becomes a widely applicable tool for predicting the far-field behavior of disordered plasmonic metasurfaces.

To validate our calculation method, we compare calculated spectral responses of single nanodisks of different materials and diameters to single-particle dark-field microspectroscopic measurements. For Au nanodisks, this comparison reveals an almost perfect match. For Al particles, a red-shifted plasmonic

![Figure 4. Real-space (a) and k-space (b) RGB reflected images of six different disordered arrays of 50 × 50 Al nanodisks (d = 120 nm, h = 60 nm, P = 250 nm) at normal incidence. Each set of positions is generated using the same random number generator seed value.](https://doi.org/10.1021/acsnano.1c02538)
The very good agreement between our measurements and numerical calculations demonstrates that the dipole approximation is able to predict the behavior of even relatively complex nanoparticle arrangements to a very high degree. The agreement is striking, especially since higher-order multipoles and, thus, their impact on the near-field coupling between particles at very short separation distances are not considered in the dipole model. Neither do the calculations take overlapping particles that effectively form one larger nano-antenna into account. Our results thus show that, while such effects may influence the electric field locally, they do not appear to be decisive for the overall far-field behavior of the ensemble. This demonstrates that our dipole-interaction-based calculation model is a very useful tool for predicting the optical far-field behavior of disordered plasmonic arrays. It can be used not only to verify optical measurements but also to calculate the fully wavelength-resolved BRDF of nanoparticle ensembles. This can, in turn, be used to determine the necessary combination of disorder parameters to realize a certain desired optical appearance. The relatively simple dipole model is thus ideal for the engineering of tailored disorder in plasmonic metasurfaces.

CONCLUSIONS

We have investigated the influence of structural disorder on the optical far-field response of plasmonic nanoantenna arrays. We have introduced a disorder model that uses two disorder parameters, namely, the disorder strength and the correlation length. To quantify the influence of both parameters, we have performed bright-field $k$-space microspectroscopic measurements as well as real-space- and $k$-space-resolved imaging measurements with near-normal incidence and high collection NA. The measurement results reveal that an increase of both disorder parameters inevitably leads to a broadening of the lattice-based features in the bright-field measurements, which can be attributed to a loss of long-range order despite the preservation of short-range order. However, a conclusion about the short-range order cannot be drawn exclusively from these
bright-field measurements. In the measurements recorded at near-zero incidence, in contrast, both disorder parameters reveal a clearly distinguishable influence, manifesting in a weakening of the diffraction orders and the emergence of isotropic scattering as well as a significant broadening of the diffraction orders. This means that the surface appearance is gradually shifted from specular to diffuse in a controlled manner.

We have furthermore verified these observations using a calculation approach based on dipole–dipole interaction, which shows very good agreement with the measurement results. This relatively simple calculation approach can thus be widely applied in future investigations of disordered nanoplasmonic systems with other types of disorder, such as size disorder, or orientational disorder, or combinations of different disorder types. Another highly interesting prospect for the application of disordered plasmonic systems is the use of tailored disorder to engineer a desired far-field response via inverse design algorithms, for which the comparably short calculation times due to the applied approximations are of great advantage. This holds potential use in the design and fabrication of nanoparticle coatings to generate desired appearances of surfaces, but also for the design of beam-steering devices and flat metalenses. The dipole model thus also provides a highly useful tool for the design of such nanoplasmonic devices.

METHODS

Fabrication. For the sample fabrication, a cleaned SiO$_2$ substrate is spin-coated with resist (PMMA) for patterning in an electron-beam lithography system (RAITH eLINE Plus). After resist development, metal is deposited on the substrate with a Pfeiffer Vacuum PLS 500 electron-beam-assisted evaporation system, followed by resist lift-off in NEP. The structures are embedded in an approximately 200 nm thick layer of spin-on dielectric coating (ICl-200, Futurrex, Inc.), which serves a dual purpose: It protects the particles, and it nearly matches the refractive index of the glass substrate (nSil1-200 = 1.41), thus suppressing the influence of the interface. This is especially important for the comparison to numerical simulations (see the Supporting Information). Arrays of $50 \times 50$ nanodisks with different parameter combinations of $s_p$, $L_f$, and a random number generator seed values are fabricated on the same substrate. The disk diameter $d$ is chosen as 120 nm, and the disk height $h$ is 60 nm. A base lattice periodicity of $P = 500$ nm is used, so that diffraction modes of these arrays can be recorded using a sufficiently high microscope objective (NA). Additionally, arrays using the same disorder parameters but a periodicity of 250 nm are fabricated to obtain subdiffraction structures with a first-order diffraction that is not accessible through the microscope objective. The unperturbed arrays thus measure $25 \times 25$ and $12.5 \times 12.5$ $\mu$m$^2$ in size, respectively. SEM images of disordered nanodisk arrays can be found in the Supporting Information.

Measurement Setup. The microspectroscopy setup consists of a Nikon Eclipse TE2000-U inverted microscope in combination with a Princeton Instruments SP2500 grating spectrometer with a Pixis-256e Peltier-cooled CCD camera. The microscope and the spectrometer are connected via a modified 4-f setup, in which a Bertrand lens is used to project the Fourier image onto the spectrometer entrance slit. For transmittance measurements, the sample is illuminated by a fiber-coupled halogen lamp using critical illumination under a maximum NA of 0.65, and the transmitted light is collected using a Nikon TU Plan Fluor ELWD 60x objective (NA 0.70). For reflectance measurements with near-zero NA illumination, the sample is illuminated by a fiber-coupled white light lamp (Energetiq EQ-9926c) through a pinhole (50 $\mu$m) and a Köhler illumination path. To access a range of collection angles as large as possible, a high-resolution Nikon Plan Apo VC 100x oil-immersion objective with an NA of 1.40 is used. RGB image recording is performed using an Allied Vision Prosilica GC2450c CCD camera. In addition to RGB images of the nanodisk arrays, an image of the empty substrate is recorded to perform a background correction. This is necessary to eliminate the effects of substrate reflection and back reflections from the optical setup. Further details on the experimental setup and the background correction can be found in the Supporting Information.
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